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The rapid development of artificial intelligence (AI) has the potential to reshape society, 
the economy, and national security profoundly. The possibilities of AI are vast, with the 
potential to revolutionize the economy, and open new frontiers in scientific research and 
discovery. Yet the integration of these technologies into a growing number of applica-
tions also has the potential to introduce novel risks ranging from bias and inaccuracy to 
misuse, disinformation, and weaponization. 

American companies lead in AI today. At the same time, to strengthen US technological 
leadership and national security, lawmakers should develop a policy framework that ensures 
responsible AI development and use, working to  promote safety, security, and innovation 
simultaneously. The pace of change that AI promises demands that the US take a proactive 
approach to lead in this era. AI safety and innovation should act as complements, providing 
businesses and users the certainty to accelerate AI advances and adoption in a responsible 
manner. Only through collaboration between policymakers and business leaders will the US 
be able to develop the strategic framework necessary to support the growth of this sector, 
while establishing guardrails targeted towards the highest-risk AI applications.

This Solutions Brief explores the need for AI guardrails in the US to assure businesses and 
consumers of AI’s safety and fortify US competitiveness. It lays out guiding principles for 
policymakers as they construct a framework that leverages the administration’s ongoing 
work to review sectoral regulation and government uses of AI, while focusing on high-risk 
AI use cases and promoting continued innovation in the rapidly evolving AI sector. 
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Trusted Insights for What’s Ahead™ 
•	 Prioritizing safety, security, innovation, and transparency will establish an environ-

ment that allows US companies to lead responsibly in AI.

•	 A risk-based approach can best address both needed oversight and continued 
innovation. Regulatory scrutiny should be calibrated according to the risk that AI 
poses in applications, particularly where the application would make decisions 
that impact individuals. 

•	 The US will need to evaluate the applicability of existing US laws and regula-
tions to AI applications in areas including data privacy, intellectual property, and 
consumer protection.

•	 The US must lead in developing global and regional standards as the EU, China, 
and other jurisdictions implement AI frameworks that may challenge US techno-
logical leadership and competitiveness.

Recommendations: AI Principles for Safety, Security, 
and Innovation
Establishing a national AI framework is essential for continued US leadership in the 
global AI race, ensuring the AI revolution can proceed safely and securely to benefit 
all Americans. Safety underpins this effort, but innovation and safety should not be in 
opposition. Rather, a strategic AI framework that can remain adaptive to new techno-
logical developments will expedite the path to AI advances and adoption, and societal 
gains. At the center of this effort should be a risk-based approach that identifies and 
addresses risks outside the scope of existing structures—and focuses on the context of 
the application in which AI systems are being used, rather than the technology itself.

1	 US Should Aim to Lead in AI

—	 Commit to the initiatives necessary to lead the global AI race, promoting 
pathways for innovation and establishing a federal framework that can catalyze 
responsible development and deployment. Clear rules will provide innovators 
with the certainty to drive progress.

2	 Promote Innovation

—	 Calibrate standards to promote innovation and not hamper US competitiveness, 
focusing on propelling advances in AI reliability, model testing, and 
risk assessment.

3	 Prioritize Transparency

—	 Construct transparency responsibilities commensurate with the risk level of an 
AI application and each entity’s role: AI developers should test and disclose 
information on their products based on standardized benchmarks, while AI 
deployers should be transparent to end users about the use of AI.
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4	 Apply Risk-Based Approach to Setting Standards

—	 Establish a classification system based on the risk associated with the application 
in which AI is deployed, with heightened transparency obligations targeting 
high-risk applications and minimal requirements for lower-risk use cases to 
preserve space for innovation. 

5	 Protect Data Privacy

—	 Handle sensitive personal data under heightened scrutiny and consider 
establishing an “unacceptable risk” tier that would prohibit activities such as dark 
pattern analysis or behavioral monitoring. For certain use cases, users should 
retain the right to control their data and have it deleted.

6	 Clarify AI Intellectual Property Rights & Liability

—	 Add clarity on the treatment of copyrighted works collected or used for AI 
training, intellectual property rights of AI-generated content, and the extent of 
liability for AI developers and users.

7	 Collaborate with International Allies

—	 Expand and lead international collaboration on AI principles, seeking framework 
interoperability with allied partners while leveraging broad cooperation and 
cutting-edge AI-powered solutions to address risks from malicious actors such as 
cyber, biochemicals, misinformation, and other weaponization. 

8	 Mitigate Environmental Impact 

—	 Address the interconnection backlog of renewable energy resources to build grid 
capacity and resilience, while ensuring that AI research and deployment initiatives 
drive efficiencies that can offset AI’s new capacity demands.

9	 Invest in Workforce & Literacy

—	 Invest in a skilled and adaptive US workforce through expanding training and 
apprenticeship opportunities; reinvigorating science, technology, engineering, 
and mathematics (STEM) education; and promoting broad AI literacy. 

How Should Policymakers Define AI?
As policymakers approach a US AI framework, it will be necessary to define the scope of 
AI. The term is used to describe a growing number of technologies, often including types 
long used in commercial products such as language processing, predictive analytics, and 
machine learning models. With the introduction of generative AI based on neural networks, 
these tools have become multimodal general platforms that can digest text, voice, and 
images from users to return increasingly advanced responses, analyses, images, and videos. 

However, policymakers should recognize these tools fall into a continuum of technologies. 
They are in many ways an extension of the tools already in use but their increasingly 
broad capabilities open new applications where AI can be leveraged productively across 
a range of sectors. 
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As a result, a risk-based US framework should categorize tools according to the risk of 
how they are deployed, not the underlying technology or its complexity. When deployed 
for the same application, both simple algorithms and leading AI systems can raise similar 
risks of error and bias—irrespective of how each is developed and trained. This principle 
follows the White House Office of Management and Budget guidance to US departments 
and agencies, which stated that the same protections are required for generative AI as 
other AI tools, focusing on the potential harms associated with how a system is used.1 

Today’s framework should focus on how the current generation of technologies will be 
deployed, ensuring that current laws and regulations remain applicable in the context of 
all AI and automation tools, while constructing a risk-based categorization of the applica-
tions where these tools are deployed so that oversight and transparency standards can 
be appropriately targeted. Guardrails must ensure the framework’s risk definitions and 
standards are as clear and consistent as possible, while avoiding conflicting guidelines.

Need for US Guardrails
The US must capitalize on the AI transition to harness its transformative benefits, 
including boosting economic growth and productivity, securing networks and data, 
promoting advances in manufacturing and health care, and opening new possibilities in 
education and climate resilience. Establishing a US framework of AI guardrails is essential 
to accelerate innovation while ensuring that AI development and use are safe, secure, and 
beneficial for society. Policymakers and business leaders should work collaboratively to 
construct a framework that calibrates existing regulations with AI, addresses the risks in 
high-risk use cases, and drives safe and secure development of AI systems while ensuring 
US technological leadership. This framework also must remain adaptable to keep pace 
with technology’s rapid changes. 

The administration’s Executive Order on Safe, Secure, and Trustworthy AI issued in 
October 2023 was a necessary first step, providing guidance on AI use and capabilities 
across federal agencies, while directing agencies to review the applicability of existing 
regulations within their domains.2 However, full implementation of a US AI framework will 
require legislation by Congress to codify the strategy’s principles. While this framework 
must address safety, security, and innovation, a statement of guidelines will serve to 
mitigate risks and lay the foundation for continued progress. 

From the perspective of business users, additional congressional and administration 
action would help spur further AI advances and adoption. As businesses strategize 
around AI in their sectors, 62% of firms say they are awaiting clearer AI-specific regula-
tions before proceeding with full implementation.3 Businesses are assessing how the 
landscape will evolve, including how AI will impact existing sectoral regulations, AI’s 
profound implications for copyright and intellectual property, and potential liability 
related to their own and their employees’ use of AI tools. Establishing a national 
framework—one that preempts the disparate AI policies developing across states—will 
provide clear guideposts to drive the responsible development and deployment of AI, 
allowing investment and innovation to accelerate.
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A key priority is ensuring safety for consumers. The majority of Americans support 
US guardrails, with 77% of voters believing the government should be doing more to 
regulate AI and 67% reporting more concern over insufficient regulation of AI than over 
regulation.4 AI systems present a number of risks, the severity of which frequently depend 
on the application. For example, AI models used to make networks or information 
systems more efficient and secure would present significantly lower risk to individuals’ 
rights or privileges than an AI model used to make consequential decisions on access to 
housing, employment, or public benefits. While many advanced AI systems can reliably 
detect fraud, interpret medical scans, and thwart cyberattacks, some of today’s most 
advanced generative AI systems are not 100% accurate and can return incorrect infor-
mation, known as “hallucination.”5 

AI tools are generally meant to augment the work of humans. They will reshape the 
workforce, but maintaining human oversight is essential and should be clear in AI appli-
cations. To that end, ensuring that automated systems do not become a single point 
of failure in high-risk applications, such as the operation of critical infrastructure, is of 
supreme importance. Deployers of AI tools in high-risk situations must retain human 
oversight and the legal responsibility for actions taken by the systems they use, so long 
as users have abided by AI providers’ instructions for use. Therefore, the framework 
should focus on AI deployed in high-risk use cases where incorrect AI results and 
actions pose significantly higher risks. Guardrails should prioritize ensuring safe AI 
deployment in sectors with significant impact on the rights and privileges of individuals 
or significant socioeconomic impact, including in health care, banking, employment, 
and law enforcement. 

For example, AI has the potential to revolutionize access to quality health care, yet the 
deployment of AI technologies in health care settings presents substantial risks, including 
significant questions of patient privacy.6 General AI models today are capable of passing 
medical licensing exams, AI’s patient care has scored higher in empathy and quality 
compared to human physicians, and AI tools allow for earlier and more precise detection 
of abnormalities.7 However, AI is not yet at the stage to take on medical diagnosis, proce-
dures, or patient care without human oversight. As the technology evolves, regulators 
and medical professionals must consider it carefully to ensure safety and reliability, 
and address thorny issues such as a medical professional’s potential liability for a 
diagnosis relying on AI. 

A more immediate risk is the protection of patients’ and consumers’ data as AI tools 
streamline medical recordkeeping; priorities must include fortifying cyber defenses with 
AI-powered capabilities and seeking ways to adapt current legal protections, including 
those in the Health Insurance Portability and Accountability Act (HIPAA).8 Addressing 
any underlying bias embedded in AI tools is also paramount to avoid false and 
disparate outputs in high-risk cases. As discussed below, existing laws and regulations 
governing health care are in place to address many of these issues, yet a framework that 
supports sectoral guidance and addresses any gaps legislatively would help effectively 
usher in these changes. 

Supporters of the rapid deployment of AI must nevertheless acknowledge that the 
technology has risks. Further AI developments will continue to improve the reliability of 
these tools, yet the availability of AI tools to malicious actors expands the threat horizon 
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for the nation’s security.9 In 2023 a group of more than 600 US technology experts and 
scientists signed an open statement that warned “[m]itigating the risk of extinction from 
AI should be a global priority alongside other societal-scale risks such as pandemics and 
nuclear war.”10 It is clear that AI will scale and expand the sophistication of cyberattacks. 
At the same time, AI-powered cybersecurity capabilities can give defenders the upper 
hand against this rapidly evolving threat, giving essential sectors in critical infrastructure 
the ability to fight AI with AI. 

The weaponization of AI is also a possibility, widening the potential for autonomous and 
biological weapons. Policymakers should take precautions against these potential threats, 
as well as consider secure-by-design principles that ensure businesses are securing every 
point in the AI development and deployment lifecycle. This should include securing 
AI supply chains and giving businesses the ability to detect what AI tools are running 
on their networks and what data is going into those models. Policymakers should also 
consider establishing an “unacceptable risk” tier for AI applications that could be strictly 
regulated or prohibited.11 To face these challenges, US lawmakers must work inter-
nationally to expand global coordination with partner countries to promote common 
standards for security. 

Guardrails, Not Regulation
The US has thus far taken a decentralized approach, acting first to produce AI guidance 
within government, and committing AI investments towards research and building federal 
AI talent. Issued in October, the Executive Order on Safe, Secure, and Trustworthy 
Development and Use of AI was a critical first step, providing a comprehensive set of 
directives to federal agencies to begin developing guidelines for safe AI development 
and deployment, including policies on procurement and contractors.12 The order also 
established the first requirements for testing and disclosure of leading AI models, lever-
aging an interim solution tied to national security risks.

As Congress approaches legislation to formalize a national AI framework to prevent a 
patchwork of state regulations, it should continue its pro-innovation approach, fostering 
continued advances in AI technologies—which are still in early stages—while remaining 
alert to risks as they become clearer, and as AI-related technology develops and changes. 
US guardrails must focus on AI’s use within the context of each application. While specific 
applications and use cases will present different levels of risk, many challenges can be 
addressed by updating existing laws and regulations that govern sectors where AI’s 
impact is expected to be high. 

Progress on updating current laws and regulations
The executive order was an important initial step, mandating that agencies review their 
authorities and existing rules and to consider whether additional rulemaking or legislative 
action is necessary. This work has proceeded in earnest, achieving all the goals outlined 
for completion within 180 days.13 Last year, the Department of Justice, the Federal Trade 
Commission, the Consumer Financial Protection Bureau (CFPB), and the Equal Employment 
Opportunity Commission (EEOC) issued a joint statement reiterating the applicability and 
enforcement of existing rules on non-discrimination and consumer harm.14 
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In health care, the Food and Drug Administration outlined how it would assess AI tools 
in its medical product authorization process, and has announced the approval of more 
than 850 AI and machine learning-enabled medical devices.15 The Department of Health 
and Human Services (HHS) issued a new rule clarifying non-discrimination principles apply 
to the use of AI.16 While HHS notes that HIPAA rules still apply to patients’ data privacy, 
policymakers have highlighted this as an area that should be revisited to ensure that rules 
reflect how technology-enabled tools alter considerations of data collection, encryption, 
and patient notification.17 Other health care regulations are likely to be implicated as well.

In banking and finance, the CFPB issued guidance on credit denials from lenders 
using AI.18 The primary US financial markets regulators, the Securities and Exchange 
Commission and Commodity Futures Trading Commission, have each outlined frame-
works for addressing AI risks.19 The Department of the Treasury issued guidance in March 
on managing AI-specific cyber risks in the sector.20

The Department of Housing and Urban Development and the EEOC each affirmed 
existing non-discrimination laws apply when AI is used in housing opportunities 
and employment.21 Agencies that provide households food and income assis-
tance have also issued guidance on their responsible use of AI.22 Regarding larger 
threats, the Cybersecurity and Infrastructure Security Agency issued its first AI safety 
guidelines for critical infrastructure, while a separate cross-department effort has 
established a framework focused on mitigating AI risks in biological and chemical 
national security threats.23

On leading generative AI models, the National Institute of Standards and Technology 
(NIST) built on its AI Risk Management Framework to produce a Generative AI Profile for 
public comment focused on securely developing foundation models, expanding inter-
national standards development in AI, and reducing the risks posed by AI-generated 
content.24 The US Copyright Office and the US Patent and Trademark Office are each 
working on reports on the impact of AI on copyright and intellectual property law.25 To 
address AI misinformation, the Federal Communications Commission (FCC) adopted 
a ruling determining that AI-generated or voice-cloned robocalls are illegal under the 
Telephone Consumer Protection Act, while the Federal Election Commission is currently 
working through public comments on the potential regulation of deceptive AI use in 
political advertising.26

This initial work to assess the adequacy of existing laws and regulations for the age of 
AI will help regulators and Congress identify gaps and prepare rulemaking and legis-
lative updates. Departments and agencies should be supported in this crucial step 
through to completion, with adequate funding and coordination across the government 
to ensure that sufficient resources are available to weigh the benefits and risks of 
AI-enabled products and provide predictable regulatory structures. In sectors where 
multiple regulators share oversight responsibilities—for example in banking and health 
care—agencies should work collaboratively in preparing AI guidance and standards to 
avoid companies having to navigate duplicative or conflicting rules. Still, US industry—
both AI developers and users—needs a broader framework to ensure continued 
US leadership in AI. 
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Next steps
Much work remains, including how oversight of frontier general-purpose AI (GPAI) 
models could occur given that their range of applications falls outside traditional sector 
regulation. How should training of AI models consider data inputs that include personal 
information or content protected by copyright? Should generative AI providers be 
protected from liability for user interactions with their tools under Section 230 of the 
Telecommunications Act?27 How can policymakers address misinformation through 
AI-generated content?

Some of these issues are working their way through US courts, including questions 
on copyright and liability for AI developers and deployers.28 But Congress can craft a 
framework to add clarity to these important issues. Through initial work, policymakers 
have taken an appropriate caution towards regulation that could stifle the sector. 
Policymakers should prioritize addressing gaps in current sector frameworks, focusing on 
immediate risks to ensure the deployment of AI tools is done safely and securely. 

Importantly, a national framework should, in some way, preempt the wave of state and 
local AI regulations that has arisen in the vacuum of federal legislation. Colorado was 
the first state to pass legislation regulating high-risk AI use cases; there are more than 
600 active AI-related bills in total across 45 states.29 Congress should lead a unified and 
strategic path to ensure responsible US leadership for AI.

Congress’ framework should leverage the existing body of work by federal agencies 
that offered guiding principles to which the private sector has begun aligning. That 
includes NIST’s AI Risk Management Framework that the agency is currently updating, 
the administration’s AI Bill of Rights from 2022, and the October 2023 executive 
order.30 As discussed below, the US has also led a growing number of international fora 
and working groups that can provide a broad outline to inform a US framework that 
shares common principles with allied and friendly countries, and promotes interop-
erable security measures.

As Congress approaches the issue, it should commit to fostering a competitive AI 
sector primed for innovation and dynamism. To achieve this, the framework must rely 
on principles rather than fixed technical standards that risk obsolescence as technology 
evolves. Because of the length of the regulatory process and limited regulatory capacity 
across government, policymakers must have the foresight to target risks selectively where 
oversight is most needed and embed flexibility that allows the framework to adapt over 
time so that regulation keeps pace with technology. Policymakers must also avoid picking 
winners through anticompetitive regulatory barriers that could insulate today’s AI leaders 
from broader competition. For instance, proposals for a licensing regime for AI models 
could inadvertently stifle innovation, increase costs, and disadvantage smaller-scale 
and open-source developers. While there is tension between promoting innovation and 
safety, the goal of a framework should be for them to act as complements. Rules must be 
clear and consistent, without raising prohibitive compliance costs. 

The evolving landscape of AI frameworks across the world underscores the need for the 
US to craft an alternative set of AI guardrails quickly and diligently. The EU and China 
are pushing ahead on AI frameworks, leaving US firms and the country as a whole at a 
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potential disadvantage. In this environment, congressional action to define clearly US 
guardrails would provide certainty to US AI leaders and American businesses—before 
other jurisdictions dictate how AI will be regulated. 

If the US fails to produce its own guardrails, the US will again defer de facto authority to 
other jurisdictions, impacting US corporations. One example is the EU’s General Data 
Protection Regulation (GDPR), a comprehensive law that set guidelines for the collection 
and processing of personal data.31 In lieu of a US alternative, GDPR quickly became a 
global standard after taking effect in 2018 and applying to multinational companies 
with an EU presence.32 As the world’s first comprehensive privacy law, it influenced 
legislation adopted by US states. In the same way that California’s 2018 privacy law 
mimics concepts from GDPR,33 the growing number of AI bills at the state and local level 
borrow, to different degrees, from foreign policies in the void left by a lack of action at 
the national level.34

European Union
The EU has again outpaced the world in the space of AI regulation.35 The EU’s AI Act will 
be the first comprehensive AI law globally.36 The AI Act is on track to enter into force later 
this year, with the majority of provisions taking effect within two years. The act classifies 
AI into risk levels within the context of the AI application, with activities deemed high risk 
required to fulfill new transparency obligations. High-risk AI will be required to register in a 
centralized EU database and undergo conformity tests monitored by the EU’s new AI Office.37 
Importantly, the bloc recognizes certain beneficial AI use cases, including cybersecurity and 
fraud prevention, and exempts those capabilities from the definition of high risk. The AI Act 
also designed a specific regulatory framework for GPAI models under which developers are 
obligated to provide regulators with technical documentation on their AI training process 
and evaluation results. Developers must provide publicly a detailed summary of underlying 
content used to train models. These rules will apply to all AI developers and distributors 
operating in the EU market or leveraging EU users’ data. The EU’s framework also relies 
heavily on GDPR for data protection in the context of AI—a foundation that the US lacks. 

United Kingdom 
The UK’s efforts have mirrored the US with a pro-innovation approach that focuses first 
on developing a framework for existing regulators to interpret and apply within their 
sector-specific domains.38 Select UK regulatory agencies were required to publish their 
AI annual strategic plans in April, similar to the early work of US agencies.39 The UK has 
prioritized initiatives outlined in its National AI Strategy from 2021, launching AI research 
programs, piloting a new AI Standards Hub to coordinate with global standardization, 
and updating cross-government standards for AI transparency.40 However, without intro-
ducing new laws or regulation, the framework currently relies on voluntary safety and 
transparency measures for developers of highly capable AI models. UK officials stated in 
a follow-up response in February that if AI capabilities continue to expand exponentially, 
binding measures could be produced if voluntary commitments are deemed insufficient.41
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Singapore, ASEAN, Japan, and South Korea 
In addition to China, other Asian countries—including Singapore, Japan, and South 
Korea—have taken a range of approaches to AI. Singapore led the 10-country 
Association of Southeast Asian Nations (ASEAN) to an agreement on principles for AI 
governance in February42 but spurned calls from EU officials to align ASEAN’s framework 
with the AI Act’s provisions on copyright and AI-generated content.43 Japan, like the UK, 
has promoted agile non-binding governance, largely allowing the private sector to self 
regulate. Japan’s 2021 white paper on AI governance remains the country’s standard, 
acting as a comprehensive set of principles to guide AI development and deployment. 
In addition, Japanese officials maintain that “legally binding horizontal requirements 
for AI systems are deemed unnecessary at the moment”.44 Japan has also concluded 
its copyright laws would not be enforced in the case of training generative AI models.45 
In contrast, South Korea is pursuing its own comprehensive AI Act based on risk tiers 
and transparency reporting for high-risk AI applications. But South Korean officials have 
pledged wide accessibility to AI technology for all developers without government 
approval or licensing.46

United Arab Emirates 
Other countries seeking to grow their technology leadership are also pushing ahead 
on defining their AI frameworks. The UAE became the first country to establish an AI 
Ministry in 2017 and produced its initial national AI strategy and ethics guidelines in 
2018.47 The country is promoting an AI-friendly ecosystem without strict requirements 
for AI developers, instead focusing on advancing research, and accelerating collabo-
ration between public and private sectors. In 2022 the UAE launched an AI & coding 
license, which instead of acting as a oversight mechanism enables businesses to operate 
in the country’s innovation hubs and facilitates the acquisition of Golden Visas.48 In 
recent months the Dubai International Financial Centre also enacted updates to its data 
protection regulations in an effort to continue attracting foreign investment and compa-
nies.49 Prioritizing competitiveness and innovation, the UAE is also exploring the use of 
regulatory sandboxes to experiment with AI and study developing global standards.50 
These initiatives have spurred domestic innovation: the Abu Dhabi-funded Technology 
Innovation Institute launched an open-source AI model, Falcon 2, along the lines of those 
offered by Google and Meta.51 

Global agreements 
Momentum towards aligning international AI efforts continues to grow as well. The UN 
and G-7 have each agreed on principles to guide responsible and secure AI development 
and deployment.52 The US has also advanced collaboration in bilateral fora, signing a 
code of conduct within the US-EU Trade and Technology Council in May and announcing 
a partnership between the US AI Safety Institute and its UK counterpart.53 A key area of 
focus for many governments is military use of AI. In November 2023 the Department of 
State published a declaration on responsible AI and autonomous systems in the military 
context; nearly 50 countries have signed the declaration.54

While the global community is coalescing around sets of shared principles, including on 
security and non-discrimination, the development of domestic AI policies across these 
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countries exposes divergent approaches. Further international agreement may prove 
difficult as countries turn their attention to more specific policy elements, including 
questions around copyright, data privacy, and surveillance. However, the growing number 
of international working groups and bilateral agreements can help US officials set and 
reinforce guidelines in establishing a US framework, one that will ultimately be most 
effective with greater global coordination and interoperability. 

US Competitiveness
Congress should exercise caution towards following any single example from these 
international frameworks. The EU’s framework could impede AI innovation because of 
several stringent requirements, including mandating registration of high-risk AI by the 
EU AI Office, which could erect barriers to a competitive AI market for smaller entities. 
Additionally, the AI Act outlines potentially onerous and wide-reaching requirements 
for companies that deploy AI tools in high-risk areas, which already must conform 
their use of AI to sector-based requirements and laws. Those companies must submit 
fundamental rights impact assessments before deployment, which require descrip-
tions of how companies will use AI in line with developers’ instructions; categories 
of persons that potentially could be affected and the specific harms AI usage could 
cause; and a summary of the implementation of human-oversight measures. Further, 
the act’s abandonment of a tiered-risk approach for GPAI systems, even when GPAI 
is applied in otherwise low-risk scenarios, could hinder the development of and 
access to leading tools.

The US should place greater emphasis on the highest-risk AI uses that China’s framework 
lacks in its exclusion of a defined unacceptable risk tier. Japan’s decision that copyright 
provisions do not apply to AI training content is likely inapplicable in a US context and 
requires careful assessment given evidence of GPAI’s ability to replicate copyrighted 
works in text and image.55 US courts are beginning to hear AI-related copyright cases 
and will likely play a defining role in determining the applicability of copyright. The 
US Copyright Office is also working through guidance that may provide clarity in the 
short term, but legislative clarification of this issue could offer foresight on how the 
economy for artists, designers, musicians, and other creators should be shaped by 
these technologies. 

Other emerging frameworks offer several promising examples for US guardrails. South 
Korea’s consideration of transparency requirements roughly aligning to the EU framework 
without a full licensing and approval structure is one such example, as is the EU’s 
regulatory exemptions for beneficial AI use cases. Efforts to solidify US AI leadership 
should also consider business-friendly policies that induce investment and operations 
of global firms that can spur further innovation. The UAE’s prioritization of regulatory 
flexibility, innovation, and legislative reforms to immigration and data protection are 
intended to build a foundation for its AI sector to thrive—an important theme for US 
officials to consider.

While voluntary commitments in the US from AI companies are likely insufficient to 
mitigate some overarching risks, the US must forge its own framework that breaks 
from the rigidity of the EU’s regulation in key aspects to maintain a truly risk-tiered 
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approach with calibrated oversight. A US framework would better target risks that 
should be mitigated after gaps have been identified in existing laws and regulations, 
while promoting innovation and continued advances. Policymakers should also leverage 
existing guidance from US agencies and, as appropriate, from globally agreed upon 
principles, which businesses are already using to manage AI risks before completed 
frameworks take effect. Efforts to align these standards and promote interoperability 
for global firms operating across jurisdictions would ease compliance and, done well, 
expedite adoption of best practices. 

Principles for Responsible AI

1) US Should Aim to Lead in AI
The US should commit to the initiatives necessary to lead the global AI race, both in 
promoting pathways for innovation and in establishing a federal regulatory framework 
that can catalyze responsible development and deployment. Clear rules will provide 
innovators with the needed certainty to drive progress forward. The executive order on 
AI took an important first step to launch a government-wide review of existing laws and 
regulations to assess where rules and legislation may need to be updated. As Congress 
approaches formalizing a national AI framework it must work to promote further AI 
advances, ensure safety for users, and mitigate security and other risks. 

Given AI technologies’ rapid advances and potential disruption, policymakers should 
collaborate with business leaders to understand how these tools will be deployed and 
where more clarity is needed to accelerate progress. A US framework must prioritize 
making AI safe for all consumers, engaging with civil society to ensure the revolutionary 
benefits this technology offers are widely shared. 

Safety and innovation should not be in opposition but rather work in a complementary 
fashion as technology advances. A strategic and clear AI framework that can remain 
adaptive will expedite the path to innovation, adoption, and societal gains from AI tools 
in a safe manner. A risk-based approach should be at the center of this effort, identi-
fying and addressing risks outside the scope of existing structures. It should focus on the 
context of the application where AI systems are being used, rather than the technology 
itself. Gaps do exist in current frameworks for which Congress can provide needed clarity, 
including on liability and copyright standards. 

2) Promote Innovation 
AI standards should be calibrated to promote innovation and not hamper US competi-
tiveness in the global AI race. While there is general agreement that issues of safety, 
privacy, and governance must be addressed, further developments are necessary to 
advance the reliability and trustworthiness of these technologies, including new ways of 
testing model performance, metrics for assessing risks, and methods for representing the 
knowledge and reasoning of AI systems. Applying overly restrictive rules to this nascent 
space threatens to stall the advances needed to understand these technologies better 
and preempt the potential economic and societal benefits AI promises in the future. 
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US legislation should promote a vibrant ecosystem of AI innovation and inclusive 
development of AI, including by codifying and supporting the National AI Research 
Resource pilot program.56 These efforts can widen access to leading research tools and 
resources to ensure a broad range of individuals and organizations can participate in 
building the future of AI. 

3) Prioritize Transparency
Transparency is the most significant pillar of any responsible AI framework, both now 
and in the longer term. While further technical developments will likely enhance AI 
model testing and explainability, a starting place is moving towards a system of baseline 
documentation and disclosure for AI systems used in areas deemed high-risk. 

Each player in the AI ecosystem should have transparency responsibilities commensurate 
with their respective role in the development and deployment of AI, and transparency 
requirements will continue as AI continues to develop. For example, AI developers 
should test and disclose information on their products based on a set of standardized 
benchmarks. This could include technical documentation, compliance with copyright 
law, and detailed summaries about the data that was used for training the model. AI 
deployers should be transparent about the use of AI in certain circumstances and test 
any changes they have made to their model. Parties should be held accountable for 
violations of their respective responsibilities. Moreover, data is the fuel for developing 
and training models; fair, responsible, and trustworthy data will develop responsible and 
trustworthy AI models. 

As AI becomes more ubiquitous, and as more and more software incorporates AI 
features, a key consideration should be establishing mechanisms to provide full disclosure 
to users when they are interacting with an automated system, when content has been 
AI-generated, and when commercial software incorporates AI capabilities. Taking 
action to identify materially deceptive AI-generated content for political and consumer 
purposes is particularly urgent as the use of generative AI in the creation of deep fake 
images and videos has proliferated. In cases where consumers interact with an AI system 
online, a disclaimer should be displayed to inform consumers. As a broad solution, 
the US should consider an approach to visually demonstrate that sites and products 
using AI are safe and trustworthy, similar to the FCC’s US Cyber Trust Mark for labeling 
secure smart products.57

A centralized online resource that makes available all AI regulations, voluntary and 
mandatory standards, and standardized definitions of risk-based levels will ensure a 
common understanding, helping to harmonize standards across different industries and 
companies. A shared understanding of data models, model testing, and frameworks can 
help promote transparency, and drive acceptance and compliance. Given the pace of 
AI advances, as new forms of model evaluation and risk measurement are introduced, 
standards should be crafted to encourage adoption of best practices. 
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4) Apply Risk-Based Approach to Setting Standards
Establishing standards for AI model development and usage should depend on a risk-
based classification system that differentiates treatment and oversight of AI applications 
according to their risk. Low-risk AI applications and smaller-scale research projects should 
face minimal, if any, regulatory hurdles to encourage innovation. The level of scrutiny 
should scale as potential risk rises, with the highest risk use cases facing the highest 
standards of risk mitigation and accountability. The definitions of different risk-based 
levels should be standardized, as it is crucial to ensure a common understanding that will 
harmonize the standard across the different industries and companies.

For instance, the EU’s AI Act specifies a category of “unacceptable risk” and standards 
for AI systems classified as “high risk”, largely defined as applications that impact 
the health, safety, or fundamental rights of individuals, including those related to 
employment, healthmcare, education, banking, and law enforcement where the socio-
economic impact of AI applications could be significant. These areas have heightened 
transparency requirements because of the risks to consumers. The US might also consider 
developing a select list of applications categorized as “unacceptable risk”. The “limited-
risk” tier includes algorithmic systems that underlie online platform recommendations, 
targeted marketing, and customer service chatbots. In the EU these systems are subject 
to lighter obligations. Finally, AI uses of “minimal risk” comprise the majority of currently 
available AI tools, including those filtering spam and performing data analysis. Under the 
EU risk-based approach these applications will not face new regulations; instead, they 
are obligated to comply with general EU privacy and security rules. This tiered structure 
ensures adequate oversight of the highest-risk use cases while preserving space for 
innovation and experimentation for the majority of AI applications. 

5) Protect Data Privacy
Data privacy is a foundational pillar of responsible AI development. However, the US 
currently lacks a federal statutory or regulatory framework governing the collection 
and usage of personal data. General terms of service may not be sufficient; today a 
patchwork of state regulations—and, to some extent, non-US regulations that companies 
with international operations must follow—tends to fill that void. Users and the public 
should be reasonably assured that online data collected to train AI models is limited to 
data that is necessary for the specific context (which clearly discloses prohibited data 
categories, such as biometrics), while users should retain the right to know about their 
data’s use and, in certain cases, the right to have their data deleted. AI providers should 
adequately disclose the sourcing, necessity, and procedures for using personal data; and 
data collectors should inform users how they can control the reuse or transfer of personal 
data for any additional purpose. Personal data related to sensitive areas, including health, 
employment, finances, and criminal justice should be subject to heightened scrutiny, and 
indiscriminate surveillance monitoring should be prohibited. Data privacy principles also 
need to be flexible to accommodate the use of certain data for bias testing and other 
testing of AI models. 
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6) Clarify AI Intellectual Property Rights & Liability
The impact of intellectual property (IP) laws on the development and use of AI must be 
evaluated. First, IP laws should be reviewed to account for the use of data for training 
AI models that are protected under patent, copyright, or trademark. Second, IP law 
should clarify protections available to AI-generated content or other AI-enabled IP. It 
is essential that US agencies—the US Patent and Trademark Office in particular—have 
the technical expertise, training, and resources needed to expedite review of AI-related 
patent applications.

Jurisdictions outside the US have taken different tacks in categorizing the underlying data 
used to train AI models, with the EU explicitly stating that providers of GPAI models must 
comply with EU copyright law and are obligated to disclose publicly detailed summaries 
of the content used in training. Other countries, such as Japan, have thus far implicitly 
supported “fair use” of copyrighted content used for training; however, Japanese officials 
released draft guidance in December 2023 revisiting the possibility of certain AI training 
violating copyright laws.58 Congress’ efforts on a US framework should provide clarity on 
how existing legislation should treat emerging data-driven technologies. 

Congress should also add clarity around liability in the AI space, determining whether 
or how Section 230 protections apply to generative AI providers. Proposals to strip this 
protection from AI platforms entirely must be reconciled with the potential that doing so 
could undermine algorithmic innovation by unleashing a flood of litigation. Legislation 
should understand the different roles of AI creators and deployers, holding them 
accountable for their role in either developing or deploying AI tools. It is essential to 
promote both innovation and accountability.

7) Collaborate with International Allies
AI policy benefits from a global vision. Development of the US AI framework should aim 
to be interoperable with standards of our allies and partners. This alignment will ease 
compliance to promote swift adoption of new standards, as well as open investment 
opportunities with friendly partners to expand the potential market for US firms 
operating globally. 

The US participates actively in existing international fora and standard-setting organiza-
tions, each with workstreams reviewing AI standards and codes of conduct. The largest 
global fora—the UN, the Organization for Economic Cooperation and Development, and 
G-7—have each produced principles that should can help align of US policy efforts with 
those of partner countries.59 The US must also continue advancing bilateral principles, 
such as through the joint EU-US Trade and Technology Council, and the growing 
UK-US partnership that combines the efforts of each country’s AI Safety Institute.60 The 
Department of Commerce tasked the new US AI Safety Institute with facilitating the 
development of US safety standards and working with institutions in partner nations to 
coordinate international alignment.61

The US must expand and lead these international efforts. Global collaboration and 
agreement on standards is the best way to address risks of bad actors leveraging 
the technology to expand disinformation, enhance cyberattacks, or develop other 
forms of weaponization.
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8) Mitigate Environmental Impact
AI will require higher electricity capacity to power the growing fleet of data centers that 
will be used for training and processing user requests. Researchers estimate that AI’s 
computational power will double every 100 days, with global AI-related energy demand 
increasing between 26% and 36% annually in the coming years.62 Robust and reliable 
power infrastructure to meet this demand is essential.

In its 2023 Long-Term Reliability Assessment, the North American Electric Reliability 
Corporation underscored that US officials must address backlogs in transmission 
development and build resilience into the energy grid to meet the demands of new 
technologies and mitigate weather-related disruptions.63 At the beginning of 2024 the US 
had nearly 12,000 projects awaiting approval for grid connection, with 95% comprising 
solar, wind, and battery storage projects.64 Eliminating this backlog would add 2,600 
gigawatts to America’s grid—tripling current electricity capacity.65 

AI also presents unprecedented opportunities for grid optimization and efficiencies 
throughout supply chains to help the US meet its energy and climate goals.66 AI tools 
can allow businesses to optimize industrial facilities, electricity generation, and trans-
mission and distribution assets.67 Policymakers should expedite the permitting and 
interconnection of additional renewable energy resources to meet current and expected 
demand, while ensuring that AI research and deployment initiatives are targeted to drive 
efficiencies that can offset AI’s new capacity needs. 

9) Invest in Workforce & Literacy
Finally, investing in a skilled and adaptive US workforce is perhaps the most important 
key to a successful AI transition.68 Ensuring that workers and students have the necessary 
skills to adapt today and lead in the future is critical both to maximizing AI’s potential 
while mitigating its risks. Across K-12, community college, university, and training 
programs, STEM curricula that foster foundational technical skills must be reinvigorated. 
Policymakers must focus on expanding training programs and apprenticeship opportu-
nities in technology, as well as in other in-demand fields such as health care where AI 
will be critical to future workforce success. Leveraging partnerships and guidance from 
business leaders is essential to these efforts to inform policymakers on in-demand skills 
and training curricula, with the aim of developing pipelines for local workforces.

Government, too, must upskill its AI workforce to build internal expertise. While the 
recent AI Talent Surge is a promising start, these efforts must continue as agencies 
become increasingly engaged with AI adoption, and as AI tools can improve government 
processes and delivery of public services.69 

Digital and AI literacy are also becoming essential skills for everyone. We can start by 
ensuring AI use in the classroom is guided by best practices to prepare the next gener-
ation of workers whose careers will be shaped by these tools. We can also begin to 
explore the opportunities AI presents for expanding access to education and training by 
exploring the potential for individualized learning. 
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Conclusion
Swiftly establishing a comprehensive framework of guardrails for AI to protect the rights 
and privileges of individuals is crucial for maintaining US technological leadership, and 
mitigating the most immediate safety and security risks that AI applications pose. At the 
same time, US policymakers’ caution toward erecting stringent AI regulation is warranted, 
as this nascent technology continues to develop. 

Instead, the rapid evolution of AI technologies requires a comprehensive and agile 
approach that promotes innovation while addressing identifiable risks such as bias, 
misuse, and security threats. A risk-based regulatory framework that focuses on high-risk 
AI applications and prioritizes transparency, data privacy, and intellectual property rights 
will help reach this goal. A robust and strategically oriented US framework will foster 
trust, drive innovation, and safeguard societal interests to ensure the US can harness AI’s 
transformative potential responsibly and sustainably.
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